Language Models That
Teach Themselves
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Short-Text Topic Classification

A& B SalBalkus

Hey everyone, which language do you prefer for machine learning - python or R?

I-I::) Topic: Data Science

A W Sal Balkus

Hey everyone, what's your favorite animal? | like pythons!

v | Topic: Other

» Gathered 72 guestions from UMass Dartmouth
Big Data Club Discord Server
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GPT-3: A Transfer Learning NLP Model [1]

It’s a bird!
No, it’s a
plane! No,

The Free Encyclopedia it ’ S —(——
Large Transformer Train on Common Crawl Train to predict next
Model (~175 billion Dataset (internet text) token in text string

parameters) [:
0 AI . N Transfer to other tasks
en Topic: Data Science e
p (classification, etc.)
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Mode
Decide whether the topic of the question is "Data" or "Other". _
What is the best way to learn Tableau and PowerBI? Engine
Topic: Data
Does anyone know if non-library buildings are open on campus? text-ada-001
Topic: Other
Is it possible to set up an API in AWS? Temperature 07

Topic: Data

[ ]
) ) ) . 5
What are some libraries for data visualization in python Maximum length 256
Topic: Data

What are some people's favorite movies?
Topic: Other

top sequences

= ow

Neural networks can be programmed in both Tensorflow and PyTorch, true or false?

Endpoint e

Top P 1

Frequency penalty 0

m 0 s [ ] 122 Presence penalty 0

+ Only requires minimal training examples
- Sensitive to example selection

How to choose correct examples?
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+ Specifically designed for task

Good performance requires
more examples

Classification
Endpoint

How to use with limited data?

Gather inputs Narrow examples Rank examples Classify text
Requires text to classify and Searches to select most Ranks resulting examples Generates label using most
training examples of relevant examples up to based on semantic relevance relevant examples
pre-labeled text max_examples number
Input text Inputtext Input text
Example Text, Label ‘ Example Text, Label ’
Example Text, Label ‘ Example Text, Label ’ ‘ Example Text, Label ’

Example Text, Label

Example Text, Label ‘ Example Text, Label ’
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Solution:
Augment the training data

« GPT-3 exceptional at
generating text

 Idea: create new training
examples using
Completion endpoint

Train
Set

Completion
Endpoint

-~

Artificial
Questions

~

A 4

A 4

[ Augmented Train Set

|
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Results — Classification Endpoint

—— Validation Accuracy
0.75 9 —— Test Accuracy

o o o
(@)} (o)} ~
o (6} o

L 1 1

Accuracy

0.55 A

0.50 -

0.45 A

log(n examples)

Classification Endpoint accuracy on Validation (n = 26) and Test (n = 20)
guestion sets given different numbers of additional examples added to Train
(n = 26) set. All questions posed by Big Data Club Discord Server.
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Results — Classification Endpoint

s Validation Accuracy Test Accuracy
n Additional Examples SE ) y SE .
0 0.485 (£0.028) - 0.58 (£0.023) -
10 0.523 (+0.018) 0.328 0.56 (£0.048) 0.744
100 0.615 (£0.022) 0.012 0.62 (+0.041) 0471
1000 0.669 (+0.008) 0.001 0.76 (£0.017) 0.001
10000 0.731  (£0.000) 0.001 0.73 (£0.030) 0.008

GPT-3 Classification Endpoint performance on data science question
topic classification, additional examples generated using GPT-3 Davinci Com-
pletion. p-values test for significance from results with no additional examples.
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What about the
Completion Endpoint?



3
!{A B | Dartmouth

Completion:
Selecting Optimal
Examples

Genetic

algorithm  Gen.1 [g}

selects best —

examples v

GPT-3 [ Acc: 0.7 w

creates new = J

candidates

at each }

generation

UNIVERSITY OF MASSACHUSETTS DARTMOUTH

(T 2

Which do you prefer, Python or R?
- Label: Data

Classify the question as “data” or “other

What is the meaning of life?
Label: Other

\ Y

Acc: 0.55 Acc: 0.50 Acc: 0.40
EI [ ]

% ( LOEES Completion
= Endpoint

.
Acc: 0.45 Acc: 0.6 Acc: 0.8
xF = e —
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Validation Results — Completion Endpoint
(Optimizing via Genetic Algorithm)

0857 = e g———— - -
! i 0.84 - /
h aenenas ' .............................. .
0.80 ,, 0.82 A
......... |
0.75 A ] / 0.80 4 /
H : Trial
30704 ! —1 & 0.78 1
[1v] 1 [1v]
2 ' 2 2 0.76
o ] o . T
$oes4 ' e 3 g
--=-- Baseline 0.74 -
0.60 A
0.72 A
0.55 A
0.70 A
050 T 068 _
T T T T T T T T T T T T T T T T T T
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
Generation Generation

Completion Endpoint accuracy on Validation (n = 26) question sets over 40
generations using random subsets of 8 examples from Train (n = 26) set as
initial population. All questions posed by Big Data Club Discord Server.
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Test Results — Completion Endpoint
(Optimizing via Genetic Algorithm)

Best Val. Accuracy 0.85 (+/- 0.00)

Test Accuracy (+/- 0.02)

Drastic underperformance
compared to validation set!
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Discussion & Future Work

Subjective human language - imperfections

Common Mistakes:

e “Can someone help me understand how to SSH into the
computing cluster on Friday?” [Datal

e “Here's a link on how to make custom Jupyter notebook
themes. Big Data Club-themed notebooks, anyone?” [Data]

e “Are you coming to Big Data Club tomorrow?” [Other]

» Big Data Club Bot
Want data qua“ty control i "How do | create a histogram in

matplotlib?" --> Vote Qi if related to

Data Science, or otherwise
& 1
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I I Determine Select 1
Discussion &  Petermine Seeet1
Future Work — mevsee Acc: 0.07 regenerate

: |

Completion accuracy loss validation - test — why?
+ Qverfitting

* Does not “understand” prompt [2]

 GPT-3 weakest in classification [1, 3]

» Potential Improvement: Reinforcement learning
» Test other applications (sentiment, summarization, etc.)
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Thank you!

Questions?
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Appendix: GA Parameters

Parameter Value Parameter Value
Encoding String Population size 32
Selection method Tournament Tournament size 4

Crossover method Partially-matched Crossover probability 1.0

Mutation method Uniform Mutation rate 0.1
Fitness function Accuracy Test set size 26
GPT-3 Engine Ada GPT-3 Temperature 0
Header Yes Number of alleles 8

Table 1: GA parameters for Completion Endpoint context optimization



